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1

to provide a practical service. 

necessity for physically being present in the location where a 
mediation or arbitration takes place with platforms like Zoom 
and Microsoft Teams.2 The newest challenge to providing dis-

as a whole. In contrast, the challenges may include legal and 
ethical concerns. Some concerns may include the autonomy of 

1 The author is a New York–licensed attorney, a registered mediator 

gmail.com.
2

International Arbitration, Lexology (Mar. 15, 2024), https://www.lexology 
.com/library/detail.aspx?g=12cba806-bda7-40bd-a14c-d42b0c9ba83d. 
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the parties, the transparency of the process, and enforceability 
of a decision that is obtained because of the dispute resolution 
process.

Alternative dispute resolution is a phrase used to describe 
3 There 

are two main types of ADR that are commonly used. 

the goal of achieving a solution that is acceptable to all parties 
involved.4 

The second is arbitration. Arbitration is a method in which 
the parties select or appoint a group of individuals, usually with 

5 
Both ADR processes share the principles of neutrality, impar-

and development of computer systems able to perform tasks 
normally requiring human intelligence, such as visual perception, 
speech recognition, decision-making, and translation between 
languages.”6

3  
.shtml.

4  
tration-mediation/about/arbitration-vs-mediation.

5 Id. 
6 B. Marr, The Key Definitions of Artificial Intelligence (AI) That  

Explain Its Importance, Forbes (Feb. 14, 2018), https://www.forbes.com/ 
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-

human-based inputs to:

1. Perceive real and virtual environments;
2. Abstract such perceptions into models through anal-

ysis in an automated manner; and
3. Use model inference to formulate options for infor-

mation or action.”7

The concept of AI can be further explained by dividing it 

the work completed by a human being,8 augmented intelligence 
enables humans to accomplish a task that would not otherwise 
be possible,9 and automated intelligence describes a situation in 
which a task can be completely performed by AI.10

AI can be used as a tool to assist in the ADR process. For 
example, augmented intelligence can increase efficiency by 
having the ability to analyze large quantities of data. Automated 

-
istrative tasks that will presumably reduce the time and cost 
associated with those tasks. In addition, AI may be able to help 
translate data if an interpreter is not available.11

sites/bernardmarr/2018/02/14/the-key-definitions-of-artificial-intelli-
gence-ai-that-explain-its-importance/?sh=11ccbdcf4f5d. 

7  
?req=(title:15%20section:9401%20edition:prelim). 

8

https://www.diplomacy.edu/resource/mediation-and-artificial-intelli 

9 Id. 
10 Id. 
11

ChatGPT as Mediator 4.0, Mediate.com (July 5, 2023), https://mediate.com/
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-
work to address the challenges that AI has or has the potential to 
create.12

drafts of bills and other regulations to address the potential legal 
issues that can arise with respect to AI.13 

In the United States, the executive order on the safe, secure, 
and trustworthy development and use of AI (Executive Order) 
highlights safety, security, supporting those in the workforce, 
protecting privacy and the civil rights of individuals.14 In contrast 

to create a comprehensive legal framework designed to assist in 

(the Act) has the goal of creating a framework that probits AI 
from creating illegal content.15

systems (i.e., if used for social scoring), high risk systems (i.e., 
using AI in biometric surveillance systems), and minimal risk 
systems (i.e., a chatbot).16

12 In the United States, legislation has been introduced in Congress to 
address the management of the risks associated with AI. The legislation, 

13 See Global AI Law and Policy Tracker, IAPP Research and Insights, 
 

14 -
aways from the Biden Administration Executive Order on AI (Oct. 31, 

 
the-biden-administration-executive-order-on-ai. 

15 -
ing International (Mar. 20, 2024), https://licensinginternational.org/

 

16

Intelligence Act (Dec. 10, 2023), https://assets.ey.com/content/dam/
 

view-10-december-2023.pdf.
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The second and perhaps most important issue include plat-
forms that use AI that are not accurate.17

and other intelligent chatbots have no process to determine the 
18 In addi-

understand the complexity of human language and conversa-
tion.”19 In practice this means that the predictions or information 

of The German Grubdgesetz (The German Basic Law) provides 

20

-

unless the party who provides the information agrees to share 

or arbitration from disclosing information gained through the 
process. It is possible that this prohibition can be waived, but 

is because it may allow for increased transparency between the 
parties that may not have been possible otherwise. 

data privacy. Therefore, it is recommended that when providing 
information to a system with AI capabilities, individuals must 

a minimum, make the processing of personal data transparent 

17 Elizaveta A. Gromova, Daniel Brantes Ferreira & Ildar R. Begishev, 
ChatGPT and Other Intelligent Chatbots: Legal, Ethical and Dispute Resolu-
tion Concerns, Revista Brasileria De Alternative Resolution (2023), https://
rbadr.emnuvens.com.br/rbadr/article/view/213. 

18 Id. 
19 Irene Solaiman & Christy Dennison, Process for Adapting Language 

Models to Society (PALMS) with Values-Targeted Datasets, https://proceed 
 

Paper.pdf. 
20

German Perspective, Lexology (Feb. 15, 2024), https://www.lexology.com/
library/detail.aspx?g=0f9ce6a8-b1f8-4231-94ea-5acbf88d67e2. 
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to those whose data is used, ensure that the use of the personal 
data is legitimate and proportionate, encrypt data that is stored, 
restrict access to data to only those who are directly involved, 
destroy the data when the purpose for which it was collected is 
no longer applicable and keep sensitive data on secure internal 
servers or if available, reliable external hosts.”21 These challenges 
create an additional layer of complexity to the ADR process and 
requires those mediators and arbitrators to be knowledgeable 
about AI and be transparent with the parties in disclosing the 
risks associated with using AI.22

In the area of ADR, it is common for individual countries to 
become members of a treaty or convention in order to ensure the 
enforceability of an agreement reached by the parties through the 
ADR process the parties choose. Examples include the Singapore 
Convention on Mediation and the New York Convention on the 
Recognition and Enforcement of Arbitral Awards 1958 (the New 
York Convention).

The issue of enforceability of a decision that has been reached 
using AI is an additional concern. As mentioned above, the lack 
of uniform rules to regulate AI may cause issues with the enforce-
ability of settlement agreements or arbitral awards. A practical 
example of this can be seen in the New York Convention, which 
has an exception in Article V, Section 2b, for the enforcement 
of the arbitral award on the grounds of public policy. This may 
be a basis for refusing to enforce an arbitral award if it is found 
to go against the public policy of the seat of arbitration.23 In the 
future, there may be a similar convention related to the use of 
AI in the area of ADR.

The ethical issues surrounding the ADR process involve 
the principles of neutrality and impartiality. Neutrality means 
that the mediator should not let his or her personal beliefs 
become a factor in the ADR process.24 This is because the parties 
generally choose ADR in order to have more control over the 

21

22 Id. 
23

24

https://www.ciarb.org/news/what-is-meant-by-neutrality-in-mediation/. 



  211

decision-making process. At the same time, a mediator is also 
supposed to be impartial. This means that the mediator should 
not favor one party over the other based on a party’s personal 
characteristics or beliefs, economic status, or other factors.25

These ethical principles may be called into question with the 
use of AI. For example, it is known that the data that is avail-
able via ChatGPT is based on the data that has been put into the 
database that it uses.26 Therefore, AI functions on the basis of the 
information humans input. Taking this into account, it is almost 
inevitable that the result given by AI that is bias will create an 
outcome that is biased as well. For this reason, the use of AI could 
increase biases in decision-making.27 

The concepts of neutrality and partiality are indeed of great 

driven by humans. The cornerstone of ADR is party autonomy. 
Party autonomy is a concept that means that parties are the pri-
mary decision makers in this process. The mediator/arbitrator is 
seen as a third party that guides the parties through the process. 
The mediator/arbitrator has no decision-making authority. The 
existence of AI is best seen as a mechanism to assist the parties 
in the process. Therefore, it should not be seen as a replacement 
for critical thinking.

compared to traditional litigation. The neutrality and impartiality 
of the mediator/arbitrator is also an advantage as the parties to 
the dispute are the primary decision makers. The principle of 

information shared during the process will not be made public. 
-

amounts of data. The challenges include the legality of using AI 
and the impact AI will have on the neutrality, impartiality, and 

25 Ethical Standards for Arbitrators & Neutral Evaluators, https://ww2.
 

=1.,the%20arbitrator%20or%20neutral%20evaluator. 
26 Gromova et al., supra note 17.
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